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Today

• crash course in machine learning 

• warning: this is going to be a slog, but the jargon and concepts 
will keep getting revisited and reinforced as we go through 
applications and examples through the course 

• you should plan to keep revisiting this material periodically 

• some of this will continue into the lecture next week



Preface



Richard Hamming

There is a great deal of mathematics in the early part because almost surely the 
future of science and engineering will be more mathematical than the past, and 
also I need to establish the nature of the foundations of our beliefs and their 
uncertainties. Only then can I show the weakness of our current beliefs and 
indicate future directions to be considered. 

If you find the mathematics difficult, skip those early parts. Later sections will be 
understandable provided you are willing to forego the deep insights mathematics 
gives into the weaknesses of our current beliefs. General results are always stated 
in words, so the content will still be there but in a slightly diluted form.



Richard Hamming

In a sense you will never really grasp the whole problem of AI until you get inside and try 
your hand at finding what you mean and what machines can do. Before the checkers-
playing program which learned was exposed in simple detail, you probably thought 
machines could not learn from experience — now you may feel what was done was not 
learning but clever cheating, though clearly the program modified its behavior depending 
on its experiences. You must struggle with your own beliefs if you are to make any progress in 
understanding the possibilities and limitations of computers in the intellectual area. To do this 
adequately you must formalize your beliefs and then criticize them severely, arguing one 
side against the other, until you have a fair idea of the strengths and weaknesses of both 
sides. Most students start out anti-AI; some are pro-AI; and if you are either one of these 
then you must try to undo your biases in this important matter. …You must make up your 
own mind on this important topic. False beliefs will mean you will not participate 
significantly in the inevitable and extensive computerization of your organization and 
society generally. In many senses the computer revolution has only begun!



Machine Learning 
Background



Machine learning is a way of  
writing soware by giving examples  

rather than writing explicit rules.



Algorithm for finding the maximum entry in a list

function find_maximum(numbers):
    max_value <- first_number_of(numbers)
    for each number in numbers:
        if number > max_value:
            max_value <- number
    return max_value



Finding spy planes
in August 2017, Buzzfeed News 
publishes articles finding 

• military contractors flying over 
SF Bay Area 

• secret US Marshals plane hunting 
drug cartel kingpins in Mexico  

• Air Force special operations 
planes flying over US



Finding spy planes

1. pull public dataset  
(not intended for this) 

2. train a simple machine 
learning model 

3. validate  
(here, ‘do journalism’)



Finding spy planes
1. pull 4 months of flight-tracking 

data from Flightradar24 

2. extract ‘features’: turning rates, 
speeds, altitudes, 
manufacturers 

3. train a binary classifier to 
distinguish between previously 
identified planes and not 

4. validate



Examples

• Adobe (font recognition using phone camera) 

• Amazon (speculative shipping, Kindle browser prefetching) 

• American Express (fraud detection, individual credit limits) 

• Cheesecake Factory (predict food ingredient demand) 

• C-SPAN (automatically name politicians on screen) 

• HireVue (video analysis of job interviews for hiring/screening) 

• Nest Thermostat (embedded control of smart thermostat) 

• Target (market research, individualized product catalogues) 

• USPS (handwriting recognition) 

• Walmart (inventory, product placement)

Companies



Examples

• Administration for Children’s Services 

• Criminal Justice Agency 

• Cyber Command 

• Department of Education 

• Department of Health & Mental Hygiene 

• Department of Social Services 

• Fire Department 

• Mayor’s Office of Criminal Justice 

• Police Department

NYC government



What is machine learning?

• no precise, universal technical or operational definition 

• (but you need to pick one to write and implement a policy!) 

• usage evolved over time 

• ‘classical’ usage is as a sub-discipline of AI research 

• Example definition: “Machine learning is a field that develops 
algorithms designed to be applied to data sets, with the main areas 
of focus being prediction (regression), classification, and clustering 
or grouping tasks. These tasks are divided into two main branches, 
supervised and unsupervised ML.” (Athey) 

• this (perfectly reasonable) definition won’t work for some purposes



What is machine learning?

• intersection of computer science and statistics 

• computationally tractable algorithms that learn from data 

• the mathematical foundation of modern AI, but now also used in 
a huge variety of other domains



What is machine learning?

• modern usage: how to build learning procedures, i.e., how to use 
historical data to build a prediction rule 

• prediction rule: algorithm mapping observable inputs to 
prediction of unknown quantity (the response) 

• focus is on making predictions, and doing well on data you 
haven’t yet seen  

• how to select the right prediction rule among several 

• informally, is mostly interchangeable with the terms ‘AI’ and 
‘modern statistical prediction’ 

• specialized, single-purpose systems can also be called ‘AI’



Machine learning vs classical programming
(F. Chollet)



The AI Lifecycle



(Crude) history of machine learning and AI

1950s Dartmouth conferences; chess & checkers; LISP; perceptron

1960s early foundational work; symbolic/logic methods; search (A*); perceptrons

1970s logic programming; expert systems; backprop; AI winter

1980s backpropagation; probability; shift to machine learning; AI winter

1990s probabilistic/statistical revolution; graphical models; kernel methods; NLP

2000s Big Data; Internet applications (search, recsys); convex optimization

2010s— deep learning (NN) revolution; major software libraries; wide-spread uses



ML and friends, or ‘Big Tent’ AI

• machine learning intersects with and builds on many other areas in applied 
math and computer science: 

• numerical linear algebra 

• mathematical optimization (optimization theory) 

• statistics 

• probability 

• information theory 

• control theory 

• many other areas in CS (algorithms, architecture, graphics, HCI, …) 

• application domains (biology, finance, …) 

• it also increasingly uses tools and ideas from social sciences (economics, …)



Machine learning vs statistics
(Wasserman; Tibshirani)

Statistics Computer Science

estimation/fitting learning

regression/classification supervised learning

clustering/density estimation unsupervised learning

data training sample

covariates features, inputs

response outputs

test set performance
generalization ability;  

out of sample performance



Common Task Framework

• a methodology for standardizing and evaluating model performance 

• key components: 

• shared dataset: common ground for training and testing models 

• predefined task: clearly defined problem(s) for models to solve 

• evaluation metrics: standardized criteria to evaluate models 

• benefits: 

• facilitates fair comparison between different algorithms 

• promotes reproducibility and transparency in research 

• drives innovation through focused competition on shared tasks 

• part of “frictionless reproducibility” (see week 2 reading)



Models



Tabular data task (generic)

F1 F2 F3 F4

1 # # # #

2 # # # #

3 # # # #

4 # # # #

5 # # # #

6 # # # #

7 # # # #

8 # # # #

output

1 #

2 #

3 #

4 #

5 #

6 #

7 #

8 #

→

w1 w2 w4 w4

X y

̂f



Tabular data task (generic)

age gpa gender zip

1 14 1.8 M 10011

2 15 3.2 M 10023

3 14 2.6 F 10029

4 16 2.9 M 10033

5 17 3.4 F 10040

6 16 3.9 F 10016

7 15 3.6 M 10027

8 18 2.3 M 10032

income

1 $35,000

2 $62,500

3 $88,000

4 $42,750

5 $110,250

6 $75,500

7 $143,000

8 $53,600

→

w1 w2 w4 w4

X y

̂f



Regression



Tabular data task (binary classification)

age gpa gender zip

1 14 1.8 M 10011

2 15 3.2 M 10023

3 14 2.6 F 10029

4 16 2.9 M 10033

5 17 3.4 F 10040

6 16 3.9 F 10016

7 15 3.6 M 10027

8 18 2.3 M 10032

graduate?

1 N

2 Y

3 N

4 N

5 Y

6 Y

7 Y

8 N

→

w1 w2 w4 w4

X y

̂f



(Binary) classification



Tabular data task (binary classification)

age gpa gender zip

1 14 1.8 M 10011

2 15 3.2 M 10023

3 14 2.6 F 10029

4 16 2.9 M 10033

5 17 3.4 F 10040

6 16 3.9 F 10016

7 15 3.6 M 10027

8 18 2.3 M 10032

graduate?

1 N

2 Y

3 N

4 N

5 Y

6 Y

7 Y

8 N

→

w1 w2 w4 w4

X y

̂f



Some subtleties in supervised learning

age gpa gender zip

1 14 1.8 M 10011

2 15 3.2 M 10023

3 14 2.6 F 10029

4 16 2.9 M 10033

5 17 3.4 F 10040

6 16 3.9 F 10016

7 15 3.6 M 10027

8 18 2.3 M 10032

graduate?

1 N

2 Y

3 N

4 N

5 Y

6 Y

7 Y

8 N

→

⏟“Ground truth” labels

w1 w2 w4 w4



Some subtleties in supervised learning
“Open category” problem



Some standard (supervised) methods

Output Model

(Binary) probability Logistic regression

Continuous number Linear regression

Structured output and/or 
Language/audio/image/video input

Deep neural network 
(with appropriate architecture)



Learning, Evaluation, 
and Model Selection



Models vs programs



The fundamental goal in machine 
learning is to generalize from the data you 

have to the data you have not yet seen.



This is distinct from what is sometimes the 
goal in social sciences, in which we may 
want to understand, e.g., the statistical 
properties of a fixed historical dataset.



The holdout method
The train/test split and estimation of generalization performance

age gpa gender zip

1 14 1.8 M 10011

2 15 3.2 M 10023

3 14 2.6 F 10029

4 16 2.9 M 10033

5 17 3.4 F 10040

6 16 3.9 F 10016

7 15 3.6 M 10027

8 18 2.3 M 10032

⚙ ⚙ ⚙ ⚙

graduate?

1 N

2 Y

3 N

4 N

5 Y

6 Y

7 Y

8 N

→

(an instance of a somewhat more sophisticated method called cross validation)



Model complexity, overfitting, & underfitting



Binary classification



Learning and overfitting



Loss functions for learning



Least squares and mean squared error



Evaluating (binary) classifiers

• with probabilistic classifiers, need to pick decision threshold 

• compute evaluation metric for classifier 

• many possible evaluation metrics 

• other loss functions used for other models/tasks, and models can 
be evaluated using metrics other than just the loss (if the other 
metrics, e.g., correspond more closely to some business/policy 
consideration, or are additional concerns like fairness)



Confusion matrix

TP FN

FP TN



Error rate

TP FN

FP TN

error rate =
FP + FN

N

what fraction of all predictions were wrong?



Accuracy

TP FN

FP TN

accuracy =
TP + TN

N

what fraction of all predictions were right?



Precision

TP FN

FP TN

precision =
TP

TP + FP

of positive predictions, how many were right?



Recall / sensitivity / true positive rate

TP FN

FP TN

recall =
TP

TP + FN

of all positives, what proportion were identified?



Specificity / true negative rate

TP FN

FP TN

TNR =
TN

FP + TN

of all negatives, what proportion were identified?



False positive rate

TP FN

FP TN

FPR =
FP

FP + TN

proportion of wrongly identified positives (false alarms)



Problem Formulation



Problem formulation process

age gpa gender zip

1 14 1.8 M 10011

2 15 3.2 M 10023

3 14 2.6 F 10029

4 16 2.9 M 10033

5 17 3.4 F 10040

6 16 3.9 F 10016

7 15 3.6 M 10027

8 18 2.3 M 10032

output

1 N

2 Y

3 N

4 N

5 Y

6 Y

7 Y

8 N

→

wage wgpa wgender wzip

X y

̂f



Sample problem formulation process

1. Determine task: output type y and type of input example x_i 
2. Identify task type (eg, binary classification) based on y, and 

consider availability and encoding of ground truth for y 
3. Brainstorm potentially relevant features + their encoding 
4. Brainstorm dataset availability (where to get full X, if at all) 
5. Pick a model (and loss function) based on task type 
6. Think about model evaluation (eg, FP vs FN) 
7. Then can think about deployment, monitoring, etc.



Deep Learning







Neural network



Image classification









Convolutional neural network (CNN)



Learned data representations



Language Models



Topics

• word embeddings 

• self-supervised learning 

• transformer architecture and attention mechanism 

• sampling to predict the next word 

• autoregressive models 

• LLM training process 

• encoding various tasks as next token prediction 

• prompt engineering 

• to revisit later: attacks against LLMs, safety/security issues, etc.



Large Language Models
(Karpathy)









Transformers, attention, and GPTs

• deep learning models currently used in modern LMs are called 
“transformers”, designed for sequential data like text 

• use “attention” to help the model understand context, and help 
the model use long-range dependencies when predicting the next 
word 

• GPT = “generative pre-trained transformer” 

• multiple transformer layers (to capture increasing complexity) 

• pre-training: train on tons of general text by predicting the 
next word given previous words (autoregressive model) 

• fine-tuning: train on data specific to task (e.g., Q&A)







Sampling

• sampling 

• stochastic sampling 

• temperature 

• (there are also other fancier strategies)



Sampling



Predicting the next word



Successive completions



Selecting maximum probability words



Different samplings



Temperature-based sampling



from J. Howard and S. Ruder







from A. Karpathy



Practical and engineering considerations

• datasets 

• data engineering 

• infrastructure 

• hardware 

• software 

• testing and reliability 

• deployment and monitoring 

• online vs offline behavior



Common software/hardware/services used

• Software libraries for linear algebra and scientific computing 

• scikit-learn 

• PyTorch / Keras 

• Kaggle 

• Hugging Face 

• Weights & Biases 

• Jupyter Notebook 

• (NVIDIA) GPUs 

• Cloud platforms (AWS, …) and specialized services/APIs



Recent Developments





Other tasks

• other tasks can be “encoded” as predicting the next tokens: 

• My Joke Website 

• emitting special tokens to request doing, e.g., a Bing search 

• emitting special tokens to ask for the calculator 

• asking for plots (produce Python code (i.e., text) to generate) 

• more generally, using other models or systems as “tools” 

• other variants on GPT-style architecture (e.g., Google’s BERT, a 
“masked” rather than “causal” LM suitable for tasks other than 
generating text the way GPT does)



Recent Developments

• o1: “chains of thought” trained with reinforcement learning 

• “think” before answering; emphasis on reasoning 

• multimodal models 

• increased efficiency 

• synthetic training data 

• careful design of training data key; can’t just dump in web scrape


